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Context

Figure 1: Loan applications represent
one of the highest risks of customer

churn.

Competitive retail banking
market

Debt applications, such as loans
or credit cards, highly sensitive

Requirement for custom
decisions adapted to each client

Objective of minimizing the
customer churn
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Research Question

How can the client debt applications in retail banking
be tailored using their individual policy

and the optimal policy of money management?

Solution and Contributions

A financial RL framework based on aggregated transactions

Definition of a digital function to model default events

First application of Q-learning for optimal policy of money
management
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Definitions

STATES:

amount of money available

ACTIONS:

spending or receiving money

in your bank account

REWARDS:

maximize the rewards over the long run

reduce the risk of a payment default

POLICY:

mapping from perceived states (amount of money)

to actions (credit or debit transactions)

STIMULUS-RESPONSE

RULES

Figure 2: In reinforcement learning, the optimal policy is learned by maximizing the
rewards based on state-action sequences.
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MQLV: Optimal Policy of Money Management
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Figure 3: MQLV takes as input the aggregated financial transactions. The training is
performed using the Bellman equation updated with the digital function. At convergence,

the optimal policy of money management is obtained.
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Experiments

Three different experiments to validate MQLV

Validation of generated Vasicek transactions

Validation of MQLV with the BSM option pricing formula

MQLV and the choice of parameters
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First experiment: validation of generated transactions

Comparison between generated Vasicek transactions and public
anonymous transactions

Impossible to release an anonymized transactions data set

Use of the Santander public product recommendation data set

Released in 2016

16 months of customers financial behavior

22 transaction labels

https:

//www.kaggle.com/c/santander-product-recommendation
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First experiment: validation of generated transactions
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Figure 4: Samples of original and Vasicek
generated transactions for one client.

Figure 5: RMSE and calibrated
parameters of the Vasicek transactions.

Main Results

Strong similarities between the dynamic of the Santander anonymized
transactions and the Vasicek generated transactions

Supports the hypothesis that the Vasicek model could be used to
generate synthetic transactions
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Second experiment: comparison of MQLV with BSM

Aim at learning the optimal policy of money management

Use of the BSM’s closed formula for vanilla option pricing

In our configuration, target is 50% at a strike of 1

0.900 0.925 0.950 0.975 1.000 1.025 1.050 1.075 1.100
Thresholds (Strike Values)

20

30

40

50

60

70

80

Ev
en

t P
ro

ba
bi

lit
y 

Va
lu

es

BSM's Closed Formula Approximation
MQLV

Figure 6: Event probability values
calculated by MQLV and BSM.

Figure 7: Valuation differences of the
digital values for event probabilities.
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Second experiment: comparison of MQLV with BSM

Main Results

Configuration free of any time-dependency

Both the MQLV and the BSM’s approaches are similar

with a RMSE of 1.5016

Quantitative results show

MQLV tends to the theoretical limit of 50% at a strike of 1

Surprisingly, MQLV outperforms the digital approximation of BSM

MQLV scores highlight its capability to learn the optimal policy
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Third experiment: MQLV and the choice of parameters

Figure 8: Event probabilities for data sets generated with different Vasicek parameters.

Main Results

MQLV tends to the theoretical limit of 50% at a strike of 1

MQLV able to learn the optimal policy independently of the data sets
considered and of the Vasicek parameters
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Conclusion

Summary

MQLV: a model-free and off-policy reinforcement learning
approach

Based on Q-learning and a digital function to simulate the risk of
payment default

Based on the aggregated transactions of the clients

In our experiments,

MQLV values tend to the theoretical limit of 50% at a strike of 1

Capable of evaluating an optimal policy of money management

−→ MQLV allows more customization and more transparency related
to loan or credit card applications
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Conclusion

Future work

Create of a fully anonymized data set

Evaluate the MQLV’s performance for data sets that violate the
Vasicek assumptions

Integrate of a deep learning framework for basis function
approximator
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Questions

Thank you for your attention

Jérémy Charlier

jeremy.charlier@uni.lu
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Appendix

Bellman optimality equation

Q∗t (x, a) = Et
[
Rt(Xt, at, Xt+1) + γ max

at+1∈A
Q∗t+1(Xt+1, at+1)|Xt = x, at = a

]
(1)

Mean reverting Vasicek diffusion process

dSt = κ(b− St)dt+ σdBt (2)

System of equations{
St = Xt + S0e

−κt + b(1− e−κt)
with Xt = σe−κt

∫ t
0
eκsdBs −

[
S0e
−κt + b(1− e−κt)

] (3)
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Appendix

Terminal condition for the backward loop

Q∗T (XT , aT = 0) = −ΠT − λV ar [ΠT (XT )] (4)

Digital function

ΠT = 1ST≥K =

{
1 if ST ≥ K
0 otherwise

(5)

One-step time dependent random reward

Rt(Xt, at, Xt+1) = γat∆St(Xt, Xt+1)− λV ar [Πt|Ft]

with V ar [Πt|Ft] = γ2Et
[
Π̂2
t+1 − 2at∆ŜtΠ̂t+1 + a2t∆Ŝ

2
t

] (6)
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Appendix

Q-learning update, Q∗, and the optimal action, a∗, to be solved within
the backward loop ∀t = T − 1, ..., 0.

Q∗t (Xt, at) = γEt [Q∗t+1(Xt+1, a
∗
t+1) + at∆St]− λV ar [Πt|Ft]

a∗t (Xt) = Et
[
∆ŜtΠ̂t+1 +

1

2λγ
∆St

] [
Et
[(

∆Ŝt
)2]]−1 (7)

Final set of linear equations
M (t)
n =

N∑
k=1

Ψn(Xk
t , a

k
t )

[
η

(
Rt(Xt, at, Xt+1) + γ max

at+1∈A
Q∗t+1(Xt+1, at+1)

)]
with η ∼ B(N, p)

(8)
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